
 

 

 
 
 
 
 
 
 
Next Level Phishing: Deepfake Scam 
 
INTRODUCTION 

In the first half of 2024, the Hong Kong Computer Emergency Response Team Coordination Centre (HKCERT) 
handled countless cybersecurity incidents, whereas phishing cases account for around 62% of the total cases. 
Compared to the second half of 2023, the number of phishing cases has increased by nearly 70%.  
 
As cybercriminals become more sophisticated, they are employing advanced techniques in their phishing 
attacks, increasingly targeting specific individuals rather than casting a wide net. Alarmingly, there have been 
multiple reports of deepfake audio and video being used to impersonate senior-level personnel, leading to 
substantial financial losses for organisations. 
 
Deepfake technology leverages artificial intelligence and deep learning algorithms to create hyper-realistic 
videos, images, and audio that convincingly depict fictional scenarios. While innovative, this technology poses 
significant risks as it becomes more accessible and easier to manipulate, expanding the threat landscape for 
individuals and businesses. As the line between reality and fabrication blurs, it is essential to understand the 
implications of deepfakes in cybersecurity and develop effective strategies to mitigate these evolving threats. 
 
Common deepfake techniques involve the following: 
• Realistic AI voice: Use synthetic voice AI to render an authentic human voice from recording samples and 

communicate with others with great accuracy in tone and likeness. 
• Face swapping: Replace the face of the person in the source video with the face of the target person. 
• Text to speech synthesis: Use a realistic narrator voice maker to convert text into natural-sounding speech. 
• Voice attribute editing: Modify voice attributes to modulate voice sound completely different. 
 
DEEPFAKE CASES IN HONG KONG 

In February 2024, a notable phishing scheme involving deepfake technology occurred whereas the fraudster 
impersonated the Chief Financial Officer of the informant's head office in the United Kingdom, using a 
convincing deepfake video to establish credibility. The informant was invited to a group video conference for 
purportedly confidential transactions. Believing the deepfake was legitimate, the informant followed the 
instructions given during the call and ultimately authorised the transfer of funds to five local bank accounts. 
This resulted in a significant loss of approximately HK$200 million. It was found that a pre-recorded video 
conference was created using downloaded public video clips and the voice of the impersonated officer. The 
meeting was recorded in advance, and there was no interaction between the informant and the fraudster. 
 
Another deepfake case featured Hong Kong Chief Executive John Lee selling investment products, where the 
criminal used deepfake software to generate a fake voice of John Lee.  
 
Both deepfake cases highlight the urgent need for heightened vigilance in communication practices. 
Organisations and individuals should establish robust verification protocols, especially when dealing with 
financial transactions or sensitive information. Additionally, training and awareness programmes are crucial 
for empowering individuals to recognise and respond to potential threats effectively. 
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IMPACT OF DEEPFAKES 

The increasing realism of deepfakes makes it difficult for people to distinguish between genuine and 
manipulated videos, leading viewers to believe in their authenticity and share them on social media, which 
accelerates the spread of disinformation. This rise in deepfake technology poses significant impacts, creating a 
multifaceted risk landscape that demands urgent attention and robust countermeasures. 

 

 

 

 

 

 

 

 

 

 

 

 

COUNTER DEEPFAKE 

According to Onfido’s Identity Fraud Report 2024, there has been a 3,000% increase in deepfakes in 2023 
compared to 2022. The increasing prevalence of deepfake technology has made it difficult to determine the 
authenticity of digital content. Detecting deepfakes is vital for maintaining trust in what we see and hear. In 
addition to technological solutions, Infosec outlined several general tips for manually identifying deepfakes.  

  



CONCLUSION 

As deepfake technology becomes increasingly widespread, cybersecurity experts encounter significant 
challenges. Developing effective detection methods for deepfakes is essential to mitigate their impact. This 
effort will necessitate continuous research and collaboration among technology companies, law enforcement 
agencies, and cybersecurity professionals. 
 
Furthermore, promoting public awareness and education about deepfakes is vital, empowering individuals to 
recognise and respond to this emerging threat. By integrating advanced machine learning techniques and 
harnessing collective intelligence, we can improve detection capabilities. Meanwhile, establishing legal 
frameworks will address the ethical and regulatory challenges associated with deepfake misuse. 
 
Ultimately, a comprehensive strategy that integrates technology, policy, and public awareness is crucial for 
navigating the changing landscape of deepfake threats and safeguarding the integrity of digital 
communications. 
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Moore IT & Cybersecurity Services 
 
Why work with us? 
We are a global advisory network, with offices and member firms across the globe. Backed by our 
international network, we provide clients with comprehensive cybersecurity solutions and expertise from 
security vulnerability assessment to system penetration testing to protect them from modern cyber threats. 

Our team is composed of professionals with practical and solid knowledge and experience. They are certified 
holders or members of professional bodies such as CISA, CISM, CRISC, CISSP, CIPP(A), CEH, OSCP and GPEN. 

Our clients range from SMEs to listed companies from a wide variety of industry, and public sectors including 
government bureaus and authorities. Through our extensive sector knowledge, we provide comprehensive 
advice to suit each client’s goals. 
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